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Why Multiagent Reinforcement Learning? 
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???
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Multiagent RL Landscape



Centralized and Decentralized Settings



Game Theory Crash Course
- Game Representation

- Normal Form Games
- Extensive Form Games

- Zero-sum
- One player’s gain is the other player’s loss

- Best Response 
- Best possible strategy to other player’s fixed strategy 

- Nash Equilibrium
- All players are playing a best response to each other

- Mixed Nash always exist 
- In zero-sum games, playing a Nash is optimal 

Extensive Form Game
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Normal Form Game



Multiagent Environments
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Cooperative RL
- Every agent has same reward function

- Might be a sum of individual reward functions

- Team of agents work together to 
accomplish common goal



Difficulties of Cooperative RL
- Nash Equilibria Selection Problem
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Difficulties of Cooperative RL
- But in practice it can work surprisingly well
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Independent RL (Cooperative Setting)
- Simply pretend each agent is in an MDP and optimize using standard RL
- Can be very unstable but can also work well



Centralized and Decentralized Settings



Multi-Agent Deep Deterministic Policy Gradient 
(MADDPG)

- Uses centralized training and 
decentralized execution

- While training, use a centralized critic 
that takes in all agents’ observations



Counterfactual Multi-Agent Policy Gradients (COMA)
- Similar idea to MADDPG
- Use centralized critic, “counterfactual values”
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Two Player Zero-Sum Games
- Most well-understood theoretically
- Algorithms seek to find approximate Nash Equilibria
- Can use reinforcement learning to find approximate best response
- In fully-observable games can use versions of minimax tree search



Independent RL (Zero-Sum games)
- Independent RL fails to converge to Nash for very 

simple games such as Rock Paper Scissors
- However, in practice it seems to work well on large 

games
- Starcraft
- Dota



Fictitious Play
- Every iteration add best response 

to population to the population
- Population average strategy 

converges to Nash

Rock Paper Scissors

Pop Average .8 .1 .1

BR 0 1 0

Pop Average .4 .55 .05

BR 0 0 1

Pop Average .26 .37 .37



Extensive form Fictitious Play (XFP)



Fictitious Self Play
- For each information state u the 

probability distribution of player i’s 
behaviour at u induced by sampling 
from the strategy profile Π defines a 
behavioural strategy at u and is 
realization equivalent to Π.



Policy Gradient Fictitious Self Play (unpublished)

Initialize average policy

For each episode do:

Train approximate best response to average policy with policy gradient

Update average policy with supervised learning on trajectories



Neural Fictitious Self Play
- Fictitious Self Play with deep Q 

learning
- Two networks: one learns best 

response to average strategy with 
RL, one learns average strategy with 
supervised learning

- Average strategy converges to Nash 





Double Oracle
- Every iteration, add best response to meta-Nash of population



PSRO
- Double Oracle Algorithm but uses RL as 

approximate best response
- Fictitious Self Play is PSRO but weighted 

uniformly and with supervised learning for 
average policy 





Counterfactual Regret Minimization (CFR)
- Same as regret matching but for extensive form 

games
- Weights regret by probability that that game node is 

reached when player always takes actions to get to 
that game node



Deep CFR
- Partially goes through game tree and trains neural network on CFR buffer



Connection Between Policy Gradients and 
Counterfactual Regret



QPG/RPG/RMPG



Exploitability Descent
- Based off of BR-CFR
- Last iteration converges to 

approximate Nash
- However, very expensive to do BR 

calculations



Replicator Dynamics
- Members of the population replicate in 

proportion to their relative fitness
- Average dynamics converges to Nash



Neural Replicator Dynamics (NeuRD)
- Approximates replicator dynamics with neural network
- Turns out to be a policy gradient
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