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Logistics

evaluations • Evaluations due end of this week

project • Final report due this Thursday

final exam
• Review: this Thursday


• Final: next Thursday, March 18, 1:30–3:30pm
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Today's lecture

Markov Decision Processes (MDPs)

Markov (Reward) Processes

Policy evaluation, planning

Model-free Reinforcement Learning
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Agent–environment interface
• Environment


‣ Executes the action  changes its state 


‣ Generates next observation


‣ Supervisor: reveals the reward


• Agent


‣ Policy decides on next action 


‣ Context can be full state 


- Or any summary of observable history 

→

π(at |xt)

xt = st

xt = f(ht)
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Markov Property
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Markov Property



Roy Fox | CS 273A | Winter 2021 | Lecture 18: Reinforcement Learning

State Transition Matrix
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State Transition Matrix
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Markov Processes
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Markov Processes
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Student Markov Chain
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Student MC: Episodes
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Student MC: Episodes
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Student MC: Transition Matrix
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Demo Time

http://setosa.io/ev/markov-chains/

http://setosa.io/ev/markov-chains/
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Markov Reward Process
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Markov Reward Process
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The Student MRP
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Value Function
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Student MRP: Returns
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Student MRP: Value Function
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Bellman Equations for MRP
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Backup Diagrams for MRP
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Backup Diagrams for MRP
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Student MRP: Bellman Eq
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Matrix Form of Bellman Eq
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Solving the Bellman Equation
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Solving the Bellman Equation
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Today's lecture

Markov Decision Processes (MDPs)

Markov (Reward) Processes

Policy evaluation, planning

Model-free Reinforcement Learning
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Markov Decision Processes

Markov 
Processes

Markov Reward 
Processes

Markov Decision 
Processes

+ Rewards

+ Actions

States
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Recap 1: Markov Process
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Recap 2: Markov Reward Process
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Recap 3: Value Function

• Value as expected discounted future reward:


𝑉(𝑠) = 𝐸 [𝑅𝑡+1 + 𝛾𝑅𝑡+2 + 𝛾2𝑅𝑡+3 +  … + 𝛾𝑇−1𝑅𝑇 |𝑆𝑡 = 𝑠]
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Markov Decision Process



Roy Fox | CS 273A | Winter 2021 | Lecture 18: Reinforcement Learning

Markov Decision Process
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The Student MDP
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Policies
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Student MDP: Value Function
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Bellman Expected Equation
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Bellman Expected Equation, V
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Student MDP: Bellman Exp Eq.



Roy Fox | CS 273A | Winter 2021 | Lecture 18: Reinforcement Learning

Bellman Expected Equation, Q
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Bellman Exp Eq: Matrix Form
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Optimal Value Function
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Optimal Value Function
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Student MDP: Optimal V
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Student MDP: Optimal Q
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Optimal Policy
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Finding Optimal Policy
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Student MDP: Optimal Policy



Roy Fox | CS 273A | Winter 2021 | Lecture 18: Reinforcement Learning

Bellman Optimality Eq, V
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Bellman Optimality Eq, Q
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Bellman Optimality Eq, V
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Student MDP: Bellman Optimality
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Solving Bellman Equations

• Not easy…


‣ Not a linear equation


‣ No “closed-form” solution 


‣ We may not know  and  (model-free)𝒫a
ss′ 

ℛa
s
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Overview

MDPs States, Transitions, Actions, Rewards

Given Policy π, Estimate State Value Functions, Action Value Functions

Estimate Optimal Value Functions, Optimal Policy

Does the agent know the MDP?

Yes!
It’s “planning” 
Agent knows 

everything
No!

It’s “Model-free RL” 
Agent observes everything as it 

goes

Prediction

Control
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Today's lecture

Markov Decision Processes (MDPs)

Markov (Reward) Processes

Policy evaluation, planning

Model-free Reinforcement Learning
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Overview

MDP Known

MDP Unknown 
(Model-free)

Evaluate Policy, π 
(Prediction)

Find Best Policy, π* 
 (Control)

MC and TD 
Evaluation

Policy 
Evaluation

Q-Learning

Policy/Value 
Iteration
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Overview

MDP Known

MDP Unknown 
(Model-free)

Evaluate Policy, π 
(Prediction)

Find Best Policy, π* 
 (Control)

MC and TD 
Evaluation

Policy 
Evaluation

Q-Learning

Policy/Value 
Iteration

Planning

Evaluation
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Iterative Policy Evaluation
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Iterative Policy Evaluation
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Iterative Policy Evaluation
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Random Policy: Grid World
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Policy Evaluation: Grid World

25% 
probability of 
transitioning 

into field 
with value 0
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Policy Evaluation: Grid World
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Overview
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Improving a Policy!



Roy Fox | CS 273A | Winter 2021 | Lecture 18: Reinforcement Learning

Improving a Policy!



Roy Fox | CS 273A | Winter 2021 | Lecture 18: Reinforcement Learning

Improving a Policy!



Roy Fox | CS 273A | Winter 2021 | Lecture 18: Reinforcement Learning

Policy Iteration



Roy Fox | CS 273A | Winter 2021 | Lecture 18: Reinforcement Learning

Policy Improvement
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Policy Improvement
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Value Iteration
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Policy evaluation, planning

Model-free Reinforcement Learning
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Monte Carlo RL
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Monte Carlo Policy Evaluation
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Every-Visit MC Policy Evaluation
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Blackjack Example

hit
stand

hit

stand

hit



Roy Fox | CS 273A | Winter 2021 | Lecture 18: Reinforcement Learning

Blackjack Value Function

hitstand
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Blackjack Value Function

hitstand
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Temporal Difference Learning
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Temporal Difference Learning



Roy Fox | CS 273A | Winter 2021 | Lecture 18: Reinforcement Learning

MC and TD
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MC and TD
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MC and TD
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Driving Home Example
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Driving Home: MC vs TD
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Driving Home: MC vs TD
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Large-Scale RL: Value Function Approximation



Roy Fox | CS 273A | Winter 2021 | Lecture 18: Reinforcement Learning

Value Function Approximation
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Value Function Approximation
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Deep-Q learning
• Use deep neural network architectures for Q(s,a)


• Ex: Atari game playing (DeepMind)


‣ Input: pixel images of current state


‣ Output: joystick actions



