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•DECKARD outperforms pretrained agents (VPT1) and RL 
finetuned agents (VPT-a) on crafting tasks.

•DECKARD discovers 
new recipes faster 
than baseline agents 
and ablations.

•LLM guidance is key 
to exploring the 
state space.
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Results

•Rather than learning tabula-rasa, RL 
agents can leverage existing knowledge.

•LLMs for decision making should have a 
way to verify output and correct errors.

•DECKARD operates in two phases

1. Dream Phase
▪ Sample the next subgoal from an LLM

2. Wake Phase
▪ Agent explores to reach subgoal
▪ Subgoal is verified or corrected
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